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Distributed Query Engine

   

Statistics
- value distribution
- min/max
- duplicates

Heuristics
- predicate pushdown
- operator selection

Partitioning
- number of partitions
- involved nodes

Future steps
- move from read-only to write-supported DBMS
  

- recycle code-base for future project:
         an Energy-Proportional DBMS running on multiple nodes
  

           - dynamic node-switching wrt. performance needs
              - turn off idle nodes for power savings
                  - build a scaleable, energy-aware database cluster

{schall, hudlet}@cs.uni-kl.de
http://wwwlgis.cs.uni-kl.de

TCP sockets 
tuned for 
performance:
NODELAY, 
TCP_CORK

- Block NestedLoop Join
          default if no other join fits

- PartitionedHash Join
          uses the hash-based index

- Merge Join
          if already sorted

Translator adapts 
vectorized to one-
tuple-a-time model

Vectorized
volcano-style 
physical operators

        

- TBScan
          plain old table scanner

TIDGrabber
          fetches rows from file by Tuple IDentifier

IXScan
          evaluates a single index

MultiIXScan
          handles multiple indexes in a single run

Cost-based
plan selection

access

access

access

Translator

+next(Tuple)
+open()
+close()
+reset() Operator

+next(Page)
+open()
+close()
+reset()

SELECT .. FROM .. WHERE

Search for "good" 
query plans
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join

join

recv

send
Black Arts
   
a lot of nasty 
compile-time 
optimizations 

Plan distribution 
and execution

several
    candidates

best
    plan

translate

recv

send

- query processing
- translation

Slave Node
- partial plan
    execution
- data access
- join processing

Slave Node

 Master Node
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